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Spectrum matching of musical instrument tones is a fundamental problem in computer music. Two methods are presented for determining near-optimal parameters for the synthesis of harmonic musical instrument or voice sounds using the addition of several fixed wavetables with time-varying weights. The overall objective is to find wavetable spectra and associated amplitude envelopes which together provide a close fit to an original time-varying spectrum. Techniques used for determining the wavetable spectra include a genetic algorithm (GA) and principal components analysis (PCA). In one study a GA was used to select spectra from the original signal at various time points. In another study PCA was used to obtain a set of orthogonal basis spectra for the wavetables. In both cases, least-squares solution is utilized to determine the associated amplitude envelopes. Both methods provide solutions which converge gracefully to the original as the number of tables is increased, but three to five wavetables frequently yield a good replica of the original sound. For the three instruments we analyzed, a trumpet, a guitar, and a tenor voice, the GA method seemed to offer the best results, especially when less than four wavetables were used. Comparative results using the methods are discussed and illustrated.

0 INTRODUCTION

Matching synthesis of musical instrument tones is a fundamental problem in computer music. Generally, for a particular synthesis model matching begins with a time-variant spectral analysis of the original sound. Next, the model synthesis parameters which produce a "best fit" to the analysis data are determined. Finally, resynthesis of the sound is performed using the matched parameters. These steps are shown in Fig. 1.

Synthesis models generally fall into one of three categories: 1) time-variant filter synthesis, 2) nonlinear distortion synthesis, and 3) fixed-waveform additive synthesis. Previous matching methods are briefly reviewed with respect to these categories and are illustrated in Fig. 2.

Time-variant filter synthesis includes linear predictive coding (LPC) [1], a method of finding time-varying digital filter parameters for matching sounds. Traditionally the input is either a pulse train waveform or white noise, but there is some debate about what is the "best" input signal. LPC has generally been applied more successfully to speech sounds than to musical tones. It has been very successful for ordinary speech and "singing speech" [2], and works well with variable fundamental frequency, since pitch detection is usually part of the analysis technique. The method can be persuaded to converge to perfection if a sufficient number of filter stages is included.

Finding parameters which enable nonlinear synthesis methods to match acoustic sounds is inherently difficult due to the complex spectral evolution characteristics inherent with these methods. Frequency modulation (FM) and nonlinear processing (waveshaping) are two synthesis techniques which fall into this category. Estimation of the FM parameters of an acoustic sound has been an elusive problem, despite some attempts made in this direction [3]–[5]. Recently the authors of this paper showed how a genetic algorithm (GA) can be successfully applied to matching a single-modulator, multiple-carrier FM model [6]. The GA was used to select fixed values of the modulation indexes and carrier-to-modulator frequency ratios, while the amplitude of each carrier was determined by least-squares solution.
Spectral centroid matching [3] for nonlinear processing synthesis leads to a relatively simple method for achieving approximations of some acoustic sounds. This technique works best for spectra which are well characterized by a principal spectrum whose shape is modified according to a well-defined time-varying spectral centroid.

Multiple wavetable synthesis, the subject of this paper, is based on a sum of fixed waveforms or periodic basis functions with time-varying weights. Each waveform can be expressed as a fixed weighted sum of several harmonic sine waves. If the sets of harmonics for the various waveforms are disjoint, the method is termed "group additive synthesis" [7]. More generally, Stapleton and Bass presented a statistical method based on the Karhunen–Loève (KL) transform to determine periodic time-domain basis functions (waveforms) as well as amplitude and phase-control functions to optimally fit acoustic tones [8]. Their optimization was based directly on the time signal, so that spectral analysis was not necessary. The same basis functions were used for several different instruments. Two drawbacks of this method are its computationally expensive matching procedure and the phase cancellation problems which potentially arise when waveform amplitudes vary from their designated values.

Waveform or spectrum interpolation synthesis [9] assumes that a signal may be divided into a series of "target" waveforms. Synthesis proceeds by gradually fading (or interpolating) from one target to the next. (Interpolation between waveforms and interpolating between corresponding spectra are the same only if the phases of the corresponding harmonics of the two spectra are the same.) This method might be thought of as the opposite extreme of group additive synthesis, in that spectra are disjoint in time rather than in frequency. Serra et al. give a method based on linear regression whereby target waveforms are selected based on the assumption of linear ramp interpolation between spectra.

This paper presents two general matching methods for selecting additive wavetable spectra, one based on a GA [1], [11], the other on principal components analysis (PCA) [12]. GAs have been applied to a wide array of problem domains from stack filter design [13] to computer-assisted composition [14]. The GA-based spectrum matching methods presented in this paper find parameters which can be used to perform traditional wavetable synthesis. Our PCA-based technique is related to that of Stapleton and Bass; however, our basis functions are determined in the frequency rather than in the time domain. The PCA approach has been used in various speech applications [15], [16]. For both of our methods, the time-varying weights are determined by least-squares or direct matrix solution.

1 WAVETABLE SYNTHESIS OVERVIEW

Wavetable or fixed-waveform synthesis is an efficient technique for the generation of a particular periodic waveform. Prior to synthesis, one cycle of the waveform is stored in a table. The spectrum of the waveform can be an arbitrary harmonic spectrum, which is specified by the amplitude values of its harmonics. The table entries are given by

\[
\text{table}_i = \sum_{k=1}^{N_{\text{max}}} a_k \sin \left( \frac{2\pi k i}{\text{table length}} + \phi_k \right)
\]

where \(1 \leq i \leq \text{table length}\), and \(a_k\) and \(\phi_k\) are the

![Flowchart of Wavetable Synthesis](image-url)
amplitude and phase of the \( k \)th partial, and \( N_{\text{harv}} \) is the number of harmonics needed to represent the signal. The phases \( \phi_k \) are generally not audibly important, and are often simply set to 0 or arbitrary values. The spectrum produced by a particular set of \( a_k \) values will be referred to as the wavetable's associated basis spectrum.

To generate samples during synthesis, table lookup is performed for the desired number of samples. Initially the table is indexed at its first entry. Subsequent lookups increment the index by the sample increment and read the sample at the new index point. The sample increment is given by

\[
\text{sample increment} = f_1 \frac{\text{table length}}{\text{sampling rate}}
\]

where \( f_1 \) is the desired fundamental frequency of the sound. Note that \( f_1 \) can be fixed or time varying. Fig.

3 shows the standard symbolic notation for a simple wavetable instrument.

The sample increment will generally not be an exact integer. The table index value may be truncated or rounded, or, alternatively, interpolation may be used to improve lookup accuracy. Signal-to-noise considerations generally determine the approach used [17], [18].

Further control can be gained by using multiple weighted wavetables in the synthesis model, as shown in Fig. 4. The time-varying weights on the tables allow them to be cross-faded and generally mixed with one another in various ways. Note that the phases of the corresponding harmonics of multiple wavetables must be the same to avoid inadvertent phase cancellation.

The principal advantage of wavetable synthesis is its efficiency. For each wavetable sample, the main steps are to compute the sample increment (and then only if the fundamental is time varying), perform the waveform table lookup, look up the weights from the envelope tables, and postmultiply the waveforms by the table weights. In terms of storage, only one period of each waveform is needed plus its associated table weights, a relatively inexpensive requirement.

A disadvantage of the technique stems from the fact that each wavetable produces a static spectrum, while real sounds produce dynamic spectra. For an arbitrary small set of wavetables, most time-varying spectra cannot be approximated very closely by a linear combination of these wavetables, even if their weights are time varying. Thus the basis spectra must be chosen carefully and their weights appropriately manipulated when synthesizing dynamic spectra.

![Fig. 3. Simple wavetable model.](image)

![Fig. 4. Wavetable synthesis model.](image)
2 SHORT-TIME SPECTRUM ANALYSIS

Matching of a wavetable-synthesized signal to an original musical signal is facilitated by working in the frequency domain and matching the sound spectra of the original and synthesized signals. The basic assumption we make about any original signal is that it can be represented by a sum of sine waves with time-varying amplitudes and frequencies:

\[ y(t) = \sum_{k=1}^{N_{\text{har}}} b_k(t) \sin \left[ 2\pi \int f_k(t) \, dt + \theta_k \right] \]  

where \( b_k(t) \) and \( f_k(t) \) are the time-varying amplitude and frequency of the \( k \)th harmonic in the original signal. Note that in our matching procedure we will ignore the starting phases \( \theta_k \) since they have no audible effect in most music synthesis situations.

A further restriction that we use in this paper is that the sound is harmonic, so that

\[ f_k(t) = kf_1(t) \]  

Not all instruments are periodic or quasi-periodic. Thus we would not expect techniques based on such a harmonic restriction to fare as well with less periodic sounds, such as low piano tones, than with other instruments.

We use two different techniques to analyze a sound in order to estimate its harmonic amplitudes and fundamental frequency. Our usual method is a fixed filter bank approach where bandpass filters are centered on the harmonics of an "analysis frequency" which approximates the mean of \( f_1(t) \) [3], [19]. In this method the filter outputs give real and imaginary parts, which are converted into amplitudes and phases by the right-triangle solution. The fundamental frequency is then computed from the derivatives (or finite differences) of the phases. However, this method fails if the \( f_1(t) \) frequency deviations are so great that upper harmonic frequencies swing on the edges or outside the ranges of the filters, since the harmonic amplitudes would then be seriously in error. Therefore for cases where substantial vibrato or portamento occur, we use an extension of the McAulay–Quatieri (MQ) analysis technique [20], which is capable of tracking severe changes of pitch. By itself, the MQ method computes amplitudes and frequencies on the basis of finding peaks in a spectrum computed by using a fixed-length fast Fourier transform. However, since this method is not inherently restricted to harmonics, harmonic frequencies must be "interpreted" from the data for the peaks. We do this by first estimating the fundamental frequency as a function of time from the MQ spectral data and then by sorting these data into appropriate harmonic bins [21].

3 WAVETABLE SPECTRAL MATCHING

By determining a set of basis spectra and associated amplitude envelopes whose sum best matches the original time-variant spectrum, we attempt to reconstruct the sound using an elaboration of traditional wavetable synthesis. The matching procedure consists of two steps whereby the basis spectra and amplitude envelopes are determined. The principal contribution of this paper is a method for efficient determination of the basis spectra and their envelopes.

As the first step, the user specifies the number of basis spectra to be used in making the match, and the basis spectra are then determined. Two methods for determining basis spectra are given in Section 4.

The second step is to determine the optimum-amplitude envelope (time-varying weight) for each table by straightforward matrix solution. Using the already determined basis spectra and the sequence of discrete-time spectra of the original sound, we form a system of linear equations represented by the matrix equation

\[ AW = B. \]  

As Fig. 5 shows, the matrix \( A \) contains the wavetable basis spectra stored as a series of columns, with one column for each spectrum; the matrix \( W \) contains the unknown amplitude weights, corresponding to time samples of the (as yet undetermined) envelopes for each time frame of the analysis, arranged in a series of columns; and the matrix \( B \) contains successive frames of the original discrete-time spectra. This system of equations is of the form

\[ \sum_{j=1}^{N_{\text{tabs}}} a_{kj} w_{j,r} = b_{k,r} \]  

Fig. 5. Matrix representation of Eq. (5).
for $1 \leq k \leq N_{\text{hars}}$ and $1 \leq r \leq N_{\text{frames}}$. In this equation $a_{kj}$ is the time-fixed amplitude of the $k$th harmonic due to the $j$th basis spectra, $w_{j,r}$ is the envelope weight for the $j$th basis spectra at the $r$th time frame, and $b_{k,r}$ is the amplitude of the $k$th harmonic of the analysis spectrum at the $r$th time frame. Note that the duration of the sound under analysis is $t_{\text{dur}} = \Delta t N_{\text{frames}}$, where $\Delta t$ is the duration of a single frame. If the number of basis spectra $N_{\text{basis}}$ is equal to the number of harmonics $N_{\text{hars}}$ of the original signal and assuming that the basis spectra are independent, Eqs. (5) and (6) can be solved exactly by direct matrix solution, so a perfect solution is possible. Indeed, there exist very efficient algorithms for a direct least-squares solution of Eq. (5), such as solution by the use of the normal equations [22]. Thus for a given set of basis spectra, the computation of their amplitude envelopes is a straightforward process.

Specifically, we must solve for $W$ in the symmetric linear system

$$A^T A W = A^T B$$

(8)

known as the normal equations, where $A^T$ is the transpose of the matrix $A$. In order to solve for the weights $W$, $A^T A$ must be nonsingular, and this is true only if the columns of $A$ are linearly independent, that is, the basis spectra are linearly independent of one another. This is a reasonable requirement, since we will naturally wish to find a minimal set of dissimilar basis spectra which efficiently spans the spectral space.

In unusual cases the normal equations will have problems due to inaccuracies resulting from finite precision arithmetic. For instance, information can be lost in forming the normal equations matrix $A^T A$ as well as the right-hand side matrix $A^T B$. In these situations, orthogonalization methods, such as QR factorization [22], can be used instead of the normal equations, since they do not amplify error. However, the improved accuracy afforded by these methods is accompanied by increased computational expense. In practice, when only a few wavelets are used, solution by the normal equations will generally suffice. However, if inaccuracies manifest themselves in the form of unusually large weights, orthogonalization methods should be considered [23].

Back to the first step—how should we determine the basis spectra? Section 4 presents two approaches for solving this problem. One uses a GA to determine the basis spectra. The other is based on PCA.

### 3.1 The Relative Error Measure

The relative error is used to measure the quality of the match between a candidate synthetic signal and the original signal. In the case of the GA approach, the relative error is used as a fitness measure to guide the search for a good solution. We define the relative error as

$$\varepsilon_{rel} = \frac{1}{N_{\text{frames}}} \sum_{i=1}^{N_{\text{frames}}} \left( \sum_{k=1}^{N_{\text{hars}}} [b_k(t_i) - b'_k(t_i)]^2 / \sum_{k=1}^{N_{\text{hars}}} b_k^2(t_i) \right)^{1/2}$$

(9)

where the $t_i$ are particular selected time values within the duration of the sound being matched, $N_{\text{frames}}$ is the number of time values selected, $b_k(t_i)$ is the $k$th harmonic amplitude of the original signal, $N_{\text{hars}}$ is the number of harmonics, and

$$b'_k(t_i) = \sum_{j=1}^{N_{\text{basis}}} w_j(t_i) a_{kj}$$

(10)

is the time-varying amplitude of the $k$th harmonic of the synthesized signal. Obviously we would expect that the lower the value of this error measure, the better the perceptual match. Our experience so far is that this is generally but not always true. However, lacking a formula which is a good predictor of subjective preference, this is what we are using for the time being.

The computational cost of computing Eq. (9) for a candidate solution is reduced considerably by restricting the time average to a limited number of representative spectra from the sound being matched, rather than using all of the analysis frames. Judicious choices of spectra from the original time-variant spectrum are important for achieving a reasonable wavelet approximation. For example, spectra in the attack portion of a sound are very good choices, since the attack is a perceptually critical and a fast-changing portion of the tone [24]–[26].

In fact, some matches were found to be perceptually better when only a few spectra were used in the error calculation instead of utilizing all of the analysis spectra available. This somewhat surprising result makes sense when one considers that the discrete spectra which most dominate the time average come from the comparatively long sustain portion of the tone. Perceptually important spectra occurring in the brief attack are simply overwhelmed by these spectra. We needed a method to avoid this problem. After considerable experimentation we arrived at a spectrum selection procedure based on picking 50% of our representatives from the “attack”
portion of the tone (defined as the portion before the peak rms occurs), and the other 50% from the remainder of the tone. The specific method which was most successful simply picked the spectra from equally spaced time points in these two regions, as depicted in Fig. 6(a). An alternative approach entailed picking spectra equally spaced in amplitude rather than time, as shown in Fig. 6(b). However, this latter approach fails if the

Fig. 6. (a) Selected spectra equally spaced in time on both sides of peak. (b) Selected spectra equally spaced in amplitude on both sides of peak. (c) Problematic case for picking spectra equally spaced in amplitude.
attack and decay are too short. Fig. 6(c) is an example of such a case. The first approach appears to be more robust under these conditions.

4 METHODS FOR DETERMINING BASIS SPECTRA

As depicted in Fig. 7, there are a number of possible approaches for generating basis spectra. In general, either one may select basis spectra from the set of short-time spectra found by Fourier analysis of the original sound, or one may generate spectra based on a suitable algorithm.

4.1 GA-Based Selection

As mentioned earlier, we could, without applying any initial criteria on the types of candidate spectra to be considered, simply let the GA routine search for the best relative harmonic amplitudes for each basis spectrum. However, an obvious problem with allowing each harmonic to take on any value between 0 and 1 is that with most sounds, the higher harmonics tend to have relatively small amplitudes. Thus a large portion of the candidate solution space would yield very poor matches. This could be remedied by setting the upper bound for the search range of each harmonic’s relative amplitude to be that harmonic’s maximum over the duration of the tone. Even so, another, more general, disadvantage with this scheme is that it intrinsically gives rise to a large number of variables, thus defining a huge search space with a relatively small number of usable solutions. The dimension of this space is equal to the product of the number of basis spectra to be determined and the number of harmonics for each spectrum. However, we can speed up the search considerably if we can find methods which reduce the number of variables to only one or two for each basis spectrum.

One simple but very effective approach is to use a GA to pick basis spectra from the sound’s own set of discrete-time spectra. This method bears some resemblance to spectral interpolation [9], where spectra picked from different parts of the original sound are simply cross-faded from one to the next as time progresses. In this case, only one parameter per basis spectrum is needed, an index corresponding to the time of the chosen analysis spectrum. Initially the GA considers a population of randomly chosen indexes corresponding to particular basis spectra. Subsequently the GA mixes and matches these choices in an attempt to determine a set of basis spectra which work well over the course of the tone. We have found this GA-index technique to be the most successful we have tested so far, in that the computation time to determine good parameter values is quite low, and the results give the lowest average relative errors as well as the best subjective results.

Another method, which we explore in a companion paper [6], uses FM basis spectra. Fixed FM spectra are very special cases of wavetable spectra. If a single modulator modulates a carrier and its modulation index is held constant, a static spectrum results. A harmonic spectrum results whenever the carrier-to-modulator frequency ratio is an integer. Using a single modulator and several carriers, each having a different index and carrier-to-modulator ratio, we get a set of basis spectra (one for each carrier) as in the preceding cases. Thus each basis spectrum is characterized by two variables. The GA-FM technique will not be pursued here, but interested readers are invited to consult the companion paper.

4.2 Principal-Components-Based Matching

Basis spectra can be determined by statistical factor analysis procedures, and PCA is one such procedure which offers an elegant solution to the wavetable matching problem. This method has the advantage that the derived basis spectra will be optimal in a statistical sense—they capture the maximum variance of the analyzed tone. Moreover, the basis spectra found are guaranteed to be orthogonal to one another (that is, any one of them may not be expanded as a weighted sum of the others). Finally the PCA method ensures that, for a given number of fixed basis spectra, the time-averaged mean-square error between the original and the matched spectra will be minimal. On the other hand, these basis spectra may have a rather artificial relation to the original tone, since generally no basis spectrum will resemble any of the actual analysis spectra. In any case, the PCA technique offers an interesting alternative to the GA-based techniques, which, in general, we have found to be more successful.

PCA determination of the basis spectra consists of three steps, as illustrated in Fig. 8. Recall that the original analysis spectra are contained in the matrix $B$ of Fig. 5. In the first step we form the covariance matrix $C$ from the original tone’s short-time spectra in the matrix $B$. Each entry of $C$ can be found using the equation

$$c_{kl} = \frac{1}{N_{\text{frames}}} \sum_{i=1}^{N_{\text{frames}}} (b_{ki} - \bar{b}_k)(b_{li} - \bar{b}_l)$$

(11)
where \( k_1, k_2 = 1, 2, \ldots, N_{\text{hars}} \), and

\[
\overline{b_k} = \frac{1}{N_{\text{frames}}} \sum_{i=1}^{N_{\text{frames}}} b_{k,i} \tag{12}
\]

with \( b_{k,i} = b_i(t_i) \).

The covariance matrix contains the variance of each harmonic’s amplitude on its respective diagonal. The nondiagonal elements are the covariances between the respective harmonics, which is simply the mean of their cross products as given in Eq. (11).

Next an eigenanalysis is performed on the resulting covariance matrix \( C \). Mathematically we are looking for eigenvectors \( x_j \) which satisfy

\[
Cx_j = \lambda_j x_j \tag{13}
\]

for a scalar \( \lambda_j \). The resulting eigenvectors are the basis spectra we seek. However, these eigenvectors must be sorted according to their corresponding eigenvalues before placement in the columns of the matrix \( A \), as defined in Eq. (5). Sorting should be done such that the eigenvector that has the largest eigenvalue is placed in the first column of \( A \), and the others are placed according to decreasing eigenvalues. This ordering ensures that the principal components which contribute most to the approximation are selected when we use less than the total number of basis spectra \( N_{\text{hars}} \).

After the basis spectra are determined, the complete set of weights may be solved for by Gaussian elimination. Alternatively, least squares may be used to determine only those weights associated with the most important basis spectra, our usual case. Since the PCA-generated basis spectra are orthogonal to one another, the results of the two methods are identical.

5 MATCHING RESULTS

In the case of four or more basis spectra the GA-index and PCA approaches to determining basis spectra result in perceptually similar matches. In both cases, if the number of basis spectra equals the number of harmonics of the tone, an exact match can be made through ordinary additive synthesis of harmonic sine waves. In most matches tried to date, four or five basis spectra seem to be adequate for achieving excellent simulation. Even fewer basis spectra can be used if only reasonable approximations are desired. The GA-index approach generally fares better on these lower order matches.

5.1 GA-Index Matching Results

As mentioned earlier, we have found the GA to be most practical when it is used to choose basis spectra from the set of analysis spectra. The matches performed to date have been based on the sounds of a trumpet, a tenor voice, and a guitar. The trumpet was only remotely approximated when one basis spectrum was used. Of course, the use of more tables gave much better matches. Surprisingly a one-basis-spectrum match to the tenor voice did sound quite close to the original, while with two basis spectra, the match was almost perceptually indistinguishable from the original. The decay portion of the guitar tone was quite easy to capture, but its attack was more elusive, regardless of the number of tables. This was probably due to the guitar tone requiring a very large number (80 or so in this case) of upper harmonics to adequately represent its attack transient. Even so, matches using a relatively small number of wavetables clearly sounded “guitarlike.” Overall, the results for the three instruments paralleled those found in our FM matching study, except for the one-basis-spectrum case for the tenor voice, where the GA-index result was notably superior to the corresponding one-carrier FM match.

Figs. 9–14 show amplitude-versus-time plots for the second and fourth harmonics of the trumpet, tenor, and guitar. Amplitude envelopes for the original tones are displayed along with one, three, and five basis spectra approximations to the original. With the trumpet, higher order matches were required to capture the shape of the original envelopes, especially on upper partials, such as the fourth harmonic.

The tenor’s amplitude vibrato (tremolo) is a distinguishing characteristic, and it shows up very clearly in Fig. 12. The single-table match basically ignores this tremolo, while the three- and five-table matches model it quite well. Given the crudeness of the single-table match, it is rather remarkable that the resynthesis sounds as good as it does. This suggests that the tremolo of the tenor tone is only a by-product of the tenor’s wide vibrato and is of secondary perceptual importance. The importance of frequency vibrato for voice sounds was also emphasized by Chowning in his FM model for soprano voice synthesis [27]. In a two-table GA match to the tenor, the tremolo was captured by periodically cross-fading between the two tables. This result is similar to that used in a previous vocal analysis and synthesis study [21].

The guitar is characterized by a very bright attack followed by a rather simple decay. The decay envelopes are modeled quite well by a single-table match, as shown in Figs. 13 and 14. However, as mentioned, the impulsive attack is much more difficult to mimic. Note...
the spike which occurs near time zero in the original tone's fourth harmonic amplitude shown in Fig. 14. Only the five-table match manages a similar spike, and even its level is lower than the original.

Fig. 15 illustrates the average relative error [defined by Eq. (9)], plotted against the number of basis spectra used to match various tones. The graph shows that as the number of basis spectra approaches the number of

![Fig. 9. Second-harmonic amplitude envelope of trumpet: Original and 1-, 3-, and 5-table GA-index matches. Duration is 2.4 s.](image)

![Fig. 10. Fourth-harmonic amplitude envelope of trumpet: Original and 1-, 3-, and 5-table GA-index matches. Duration is 2.4 s.](image)
harmonics, the error does indeed tend to zero. These curves should not be used to compare the relative quality of matches for different original sounds, however. Our error measure should not be construed as an absolute measure of subjective quality, but it is usually indicative of how matches to a particular sound compare with one another. Even for the same sound, there is no guarantee that the result of minimizing the least-squares

![Graphs showing amplitude envelopes for different matches.

Fig. 11. Second-harmonic amplitude envelope of tenor voice: Original and 1-, 3-, and 5-table GA-index matches. Duration is 3.9 s.

Fig. 12. Fourth-harmonic amplitude envelope of tenor voice: Original and 1-, 3-, and 5-table GA-index matches. Duration is 3.9 s.
error will give the best perceptual match.

For comparative purposes we include Fig. 16, which illustrates the average relative error that would occur using sine-wave additive synthesis with a restricted number of harmonics. The harmonics used are not necessarily the lowest, but rather are those which contribute the most to reducing the error. Comparison with Fig. 15 reveals that the matching error generally converges

---

**Fig. 13.** Second harmonic amplitude envelope of guitar: Original and 1-, 3-, and 5-table GA-index matches. Duration in time is 8 s.

**Fig. 14.** Fourth-harmonic amplitude envelope of guitar: Original and 1-, 3-, 5-table GA-index matches. Duration is 8 s.
much more rapidly with wavetable matching synthesis than with sine-wave additive synthesis. The relatively fast convergence for the guitar tone shown in Fig. 16 is due to the fact that there are only a handful of harmonics of significant amplitude during its long decay.

The optimized parameters for a three-table match to the trumpet sound are given in Fig. 17. It shows plots of the basis spectra and amplitude envelopes $w_i(t)$ for this match. We can get a feel for what is happening in the match by examining these parameters. Note that during the initial attack of the tone, table 1, then table 3, and finally table 2 fade in successively. This corresponds to the brightening of the spectrum during the attack. Table 2 then dominates the tone's sustain portion. This table is in fact drawn from spectra in the middle portion of the tone. About halfway through the tone, the brightness begins to decrease, and we see a corresponding mixing of the tables. During this section, table 1's weight is negative, indicating that the lower harmonics are being partially canceled to offset the addition of both tables 2 and 3. Eventually table 3 emerges as the dominant basis spectrum. As the brightness of the tone wanes, table 3 cross-fades with table 1, the reverse of the opening trend.

The three tables were drawn from analysis frames 493, 1336, and 1575 (times 0.69, 1.88, and 2.22, respectively). At each of these time points, while the weight for the corresponding table is finite, the weights for the other tables are zero, since the least-squares procedure forced a perfect fit with the appropriate source table at each of these points. Fig. 18 plots error versus time for this three-table trumpet match. Note that the

![Fig. 15. Convergence of average relative error with increasing numbers of wavetables with the GA-index method.](image1)

![Fig. 16. Convergence of average relative error using sine-wave additive synthesis.](image2)
error goes to zero at the time points at which the basis spectra occur in the original sound, reflecting perfect matches at these points. Larger values of errors tend to occur during the transient attack and decay portions of the tone, where the spectral changes are more diverse. This example is suggestive of how basis spectra typically interact in their final mix.

5.2 PCA-Based Matching Results

Principal-components-based matching results are perceptually similar in character to those found in genetic matching, though they suffer from problems inherent in the underlying statistical approach. For our PCA trumpet simulations, this was primarily manifested as an excess of brightness in the release of the synthetic tone. Fig. 19 shows the relative error-versus-time curve for a PCA-based trumpet match where three wavetables were used. Fig. 19 should be compared to Fig. 18, which is for the corresponding GA match. Note that the relative error never goes to zero in the PCA match, since none of the basis spectra ever exactly matches a particular short-time spectrum of the original tone. Also note that the error is consistently low in the sustain portion of the tone, but is much higher during the attack and decay. Generally PCA decomposition of a sound will suffer from relatively large errors during the low-

---

Fig. 17. Basis spectra and amplitude envelopes of a 3-table GA-index match for the trumpet. Arrows indicate times for which only one of the basis spectra is employed in the mix.
amplitude sections of the sound. This is due to the fact that most of the spectral variance will be caused by the highest amplitude portions of the tone. Thus the matching accuracy during lower amplitude sections will generally be sacrificed in order to match the higher amplitude sections better. While this problem might be obviated by using a logarithmic amplitude measure, we would then lose the linear additive synthesis feature which we require. Another possibility, which we have not checked out, would be to use more spectra from the low-amplitude portions of a sound than from the high-amplitude portions in our PCA analysis.

A statistical artifact also occurred in the case of the tenor voice. Fig. 20 illustrates the problem. We see that the first principal component with its time-varying weight tracks the tremolo of the tone. Examining the second basis spectrum and its amplitude envelope in isolation, we see that this component tracks the tones' rms amplitude, which is rather flat. Normally we might expect the first principal component to track this. However, for the tenor the variance of the tone's tremolo is several times greater than that of the tone's average amplitude. This fact leads PCA to decompose the tone with primary emphasis on its tremolo. Nevertheless, combining the first two principal components yields a shape very similar to that desired.

If we resynthesize the tenor tone with only the first principal component, the tone seems to turn on and off with each period of the tremolo. Though the tenor voice is clearly heard in the background of these modulated bursts, this is not what one hopes for in a good sounding match. However, if the second principal component is added, the match is suddenly very convincing, since the resulting sound now has both the correct tremolo and the correct overall spectral shape. This result is perceptually similar to that found by GA matching. In that case, however, the two basis spectra were cross-faded to emulate the periodically alternating spectrum of the tenor, rather than as an oscillation on top of a baseline spectrum.

Figs. 21–26 illustrate amplitude-versus-time plots for the second and fourth harmonics of the trumpet,

![Fig. 18. Relative error versus time for a 3-table GA-index match for the trumpet. Arrows indicate times for which only one of the basis spectra is employed in the mix.](image)

![Fig. 19. Relative error versus time for 3-table trumpet match using PCA.](image)
tenor, and guitar PCA matches. Amplitude envelopes for the original tones are displayed along with one, three, and five basis spectra approximations to the original. With the trumpet, these approximations are almost identical to those found by the GA-index method. The tenor’s three- and five-table matches are also very similar to the GA result, while the single-table PCA match suffers from the isolated tremolo problem noted.

Fig. 20. Fourth-harmonic amplitude envelopes for the tenor voice: Original, first and second principal components individually, and first and second principal components combined.

Fig. 21. Second-harmonic amplitude envelope of trumpet: Original and 1-, 3-, and 5-table PCA matches. Duration is 2.4 s.
Similarly to the GA result, the PCA guitar match has negative harmonic components. Thus partial cancellation will take place even in the absence of negative weights. Curiously the weight envelope for table 1 is almost identical to the amplitude envelope of the second
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![Figure 22](image_url)

**Fig. 22.** Fourth-harmonic amplitude envelope of trumpet: Original and 1-, 3-, and 5-table PCA matches. Duration is 2.4 s.

![Figure 23](image_url)

**Fig. 23.** Second harmonic amplitude envelope of tenor voice: Original and 1-, 3-, and 5-table PCA matches. Duration is 3.9 s.

---

harmonic shown in Fig. 21. However, the first table actually controls a broad spectrum of harmonics. The other tables, which, in general, have much smaller weights, sculpt the first basis spectra into the proper form. Aside from the negative components, the primary difference between the PCA basis spectra and the GA-selected basis spectra in Fig. 17 is the presence of upper harmonics in all the PCA tables. Even with can-

Fig. 24. Fourth-harmonic amplitude envelope of tenor voice: Original and 1-, 3-, and 5-table PCA matches. Duration is 3.9 s.

Fig. 25. Second-harmonic amplitude envelope of guitar: Original and 1-, 3-, and 5-table PCA matches. Duration is 8 s.
cellation, significant energy is bound to be left unchecked in the higher frequencies during the low-bandwidth spectral decay of the tone. This accounts for the excess brightness in the synthesized decay, due to the low-versus high-amplitude problem noted, which is characteristic of the PCA trumpet matches.

Fig. 28 shows the average relative error [defined in Eq. (9)] plotted against the number of principal component spectra used to match various tones. As in Fig. 15, when the number of basis spectra approaches the number of harmonics, the error tends to zero. However, the nature of the convergence is different. In general, the GA-index method leaves less error in its one- and two-table matches. With four or more tables, the errors are generally similar, although on average the GA method still wins. This suggests that for one or two wavetables the GA method is clearly superior. Moreover, the GA-index method shows more consistent improvement than the PCA method as the number of basis spectra is increased.

In conclusion, though statistically optimal, PCA should by no means be regarded as the best matching method. So far, results found by genetic selection of the analysis spectra are perceptually and numerically superior for relatively small numbers of wavetables. However, results, such as that found by PCA for the two-basis-spectra tenor match, may be useful in terms of decomposing the tone into components for further analysis or modification. Thus genetic and principal-components-based matching techniques offer different perspectives on the matching analysis of sounds.

6 CONCLUSIONS

We have explored two techniques for determining basis spectra and amplitude envelopes for resynthesizing tones via multiple fixed wavetable synthesis. Breaking down the matching processes into efficient, robust subprocedures was central to the success of both the GA-index and the PCA-based techniques. For four or more basis spectra, the GA-index and PCA methods gave similar results, but on average the GA-index results were markedly better. For less than four basis spectra, the GA-index approach was clearly superior. In the future we expect that these matching methods will be used to facilitate applications such as data reduction, data stretching, and synthesis by rule.
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Fig. 26. Fourth-harmonic amplitude envelope of guitar: Original and 1-, 3-, and 5-table PCA matches. Duration is 3.9 s.
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